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Decoding the Ubiquitous Language
for User Understanding

Zhenpeng Chen (BRZEME) / Peking University
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Understanding Users

B |-

e W

s o 22 Sentiments
Age Negative feedback Personalized
identification content delivery
Gender
Users Preferences Onlne Advetising |
Recommendation
g;lstemsa num

tfinfo! J

Recommender systems  Online advertising

Various application scenarios



Understanding Users through Text

: lvsi g .
Sentiment analysis =~ Gender inference Mainly based on user-generated text

Age inference

/ Research & Results \ / Internet Users \

/Tg et B ey e e
.;‘ @ i names $ dates i

:Z ; &Non-Eninsh ‘_
\ o ";77;1 j \Non-English: 74.6% /
Limitation 2: Privacy risk of

Limitation 1: Language inequality accessing sensitive information

M o o e e e e e e e e e e e e e e e e e e = = =




Emojis: New Ubiquitous Language of the World

A%
Oxford Dictionaries
ORD
OF THE YEAR

@

ﬁ We won!!'@ @
Awesomell! & s °

13

v’ Text supplements
* Proxy of text
* Alleviate privacy risk

v’ Popular around the world
v"No language barriers
v In different apps and platforms

* Alleviate language inequality v’ Express emotions

* Surrogate labels of sentiments/emotions
* Avoid manual labeling



Research Idea

i en: Sentiments Age
. L
- :

. Gender Preferences

[ Emoji-Powered “Sensor” J
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How to Alleviate Language Inequality

For each non-English language (target language),

Labeled Data in

=

Target Language
\/_

Train C/(( (1&

Sentiment Classifier
for Target Language




Cross-Lingual Sentiment Analysis

Source Language /

Labeled

|

e

|

|

|

|

|

|

|

|

I [ ]
| English
|

|

|

|

|

|

|

Train AN
HULZN (N
$é
Sentiment Classifier
for English

Transfer >IL'{(K

Sentiment Classifier
for Target Language
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How the Bridge is Built Now

Japanese

JJ E> Machine Translation E>

Corpora

\_/_

I ]
English JJ
Corpora

\_/_

221102
7711\ 1t
Y>IP4 1

-
IBLIC, 2
' .
¥ %
& L™ (.
o 88 ™ -

English Classifier



How the Bridge is Built Now

Pre-trained
English
Embeddings

H

English

\_/_

Japanese

\_/_

]

Machine Translation

Pre-trained
Japanese
Embeddings




Alignment

!

Pre-trained English
Embeddings

Pre-trained Japanese
Embeddings

[Xiao and Guo, EMNLP’13]
[Zhou et al., ACL’16]



How the Bridge is Built Now

/
English Embeddings
Alignment
Target-Language
\ Embeddings

A Unified Embedding Space

s
AE=

l |
English »
Labeled

- o o o o o o e o E—

Sentiment Classifier
for Target Language



Machine Translation as Bridge

* Able to transfer general
sentiment knowledge

* Fail to capture language- |
specific sentiment knowledge

\-‘r\—l P
'y

S 8

—— B

i Machine Translation Target
English g
Language



Emojis as a New Bridge

Machine Translation Target

English Language



Two Roles of Emojis

* As surrogate labels of sentiments

| am happy@ v Widely available sentiment signal

* As bridge between languages

| am happy @
FAlXFEETY @

v' Carrying common sentiment knowledge

| am sad &= . . .
FAZERL) &3 v' Carrying language-specific sentiment knowledge



How to Capture Language-Specific Knowledge

* For each language, learn its specific representations through emoji
prediction

| am happy(e Word2Vec Word Embeddings
| am glad .
| like emojis
l Filter v
Predict Sentence Representation
| am happy @& > Model




Sentence Representation through Emoji Prediction

[ Softmax Layer ]

1

V

i

Attention Layer

i i i

Bi-Directional LSTM Layers

1 f f

Word Embedding Layer

I 1 I

I am happy

Step 4: Predict (2

Step 3: Determine the importance
(attention score) of each word

Step 2: Capture the context
information of each word

Step 1: Represent every single
word as a unique vector



ELSA for Cross-Lingual Sentiment Classification

Labeled JJ Google Translate N TranslatedJJ

English Docs
\_D}V_ \_/_
Representation Model: ] Representation Model:

English Target Language
l Attention Attention l
Representations Representations

Ne‘dict actualV

Sentiment Classifier for Target Language



Google Translate

| am happy:- FAITERTY

Labe!ed Google Translate > | Translated
English
Docs
\_D}V_ \_/_
Representation Model: ] Representation Model:
English Target Language
l Attention Attention l
Representations Representations

Ne‘dict actualV

Sentiment Classifier for Target Language



Google Translate

| am happy:-

Labeled

Google Translate

English

| Doss—
' }

[ Representation Model: ] [

English

>

FAIXZEETT

Translated
Docs

\_/_

' -

l Attention

Representations

Representation Model:

Target Language ]

Attention l

Representations

Ne‘dict actualV

» Positive

Sentiment Classifier for Target Language



Evaluation Setup

e Benchmark: Amazon Review Dataset

4 languages

Source English

Japanese

Target 4 | French

German

* 9 tasks in total

3 domains

Book

DVD

Music

12 combinations

(English, Book)

1,000 pos; 1,000 neg

(English, DVD)

1,000 pos; 1,000 neg

(English, Music)

1,000 pos; 1,000 neg

Japanese

French

German

Book

DVD

Music




Text for Representation Learning

* For each language

* Tweets: train word embeddings
* Tweets containing emojis: predict emoji

Sentence Label
lloveyou®@ W% L) @ lloveyou @
) |love you &5
English Japanese French German
Raw Tweets 39.4M 19.5M 29.2M 12.4M

Emoji Tweets 6.6M 2.9M 4.4M 2.7M




Baseline Methods

* MT-BOW [Prettenhofer and Stein, ACL’10]
* English classifier: bag-of-words
* Classify translated documents

* CL-RL [Xiao and Guo, EMNLP’13]
* A unified embedding space: word-level aligned

* BiDRL [zhou et al., ACL'16]
* A unified embedding space: document-level aligned



Results

The accuracy of ELSA and baselines

MT-BOW
u CL-RL
BiDRL

| ‘ = ELSA

JP-Book JP-DVD JP-Music FR-Book FR-DVD FR-Music GE-Book GE-DVD GE-Music

0.9

0.85

0.

(oo}

0.7

al

0.

N

0.6

ol

0.

(<]

* ELSA outperforms all three baselines on all nine tasks



An lllustrating Example

* The translation of a Japanese sample that expresses dissatisfaction
with an album
It was not interesting at all until | saw them at samasonon last year

the first song | listened live after sumasoni did not leave my head so it was my first

| bought an album and asked, but it was a very good one| Seems to be positive

'however, this album does not come with an honest pin|

there is a feeling that it is quietly gathered, and it is different from the first album

i think that it is not possible to do|

In fact, a negative example



An lllustrating Example

Without Emoji Incorporation

Attention scores Sentences in the example review

0.0 it @not interesting at all
= atter  ERRSTII o eae

0.0 i bought an nd asked , but it was avery good one
i mpoes not M\nﬂth an honest pin

that it is quietly gathered , and it is different

' them at samasonon

0.0 the first

)«

* Neutral words: “song”, “album”
* The 5th sentence

first



Emojis Benefit Text Comprehension

With Emoji Incorporation

Predicted emojis Attention scores Sentences in the example review

=y ‘:?'- © 0.001 it was not Mat all until i saw them at last year

= ‘Jo‘: 2 0.001 the ‘ song i listened live after mmd not leave myhead so it was my
B 15 0.054 i bought an album and asked , but it was avery good m

ﬁg& m , this album does not come with an honest pin

%J}Jﬁ i_.g.: 0.042 there is afeeling that it is gathered , and it is different from the first album

L 3| wl lMl i [ that it is [not [ to do

* Adjectives: “not interesting”’, “not possible”

* Disjunctives: “however”
* The 4t" and 6t" sentence



Research Idea

Sentiments

Gender

Age

Preferences

Emoji-Powered “Sensor” J

WWW’18

Spoﬁ(\z Big Data Techniques "“,i:\'w' Deep Learning
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. Data Visualization ml
Technology Pillars
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Data Mining



Gender Inference Purely Based on Emoji Usage

Dataset: 134,419 users, 401 million
messages, 183 countries, 58 languages

________________________________________________________

Emoji Frequency Emoji Preference

Sentiment Expression
1,370 features from 3 dimensions

Training  |ynihesize ; - Machine Predicting
Users : | i i Leaming ¥

: 1/’(@‘@&
Eself-mponadgend"f lﬁi\ﬁ;
- Com D (] |

: B ——, - | fi-‘eatures pry—
| [ esc g e
! 1
i ] I Prediction
B z . e ' Model
~— ] Extract & i 1 = —— Classificati

eature P L _Models | e D .
, 1 P : i Gender
:  Emoji-usage Features e -
: : Training &
© Formulation (2] Leamlﬂg © Prediction

Gender inference purely based on emoji usage

Model Metrics

Accuracy Precision_M Precision_F
Ridge 0.718 0.702 0.721
RF 0.758 0.838 0.743
GBC 0.811 0.775 0.826
SVC 0.741 0.717 0.747
Baseline 0.653 0.347 0.653

Performance of emoji-based models



Gender Inference Purely Based on Emoji Usage

Indo-European Austronesian
Afro-Asiatic Spanish, Tagalog, Indonesian, Tai-Kadai

Arabic Portuguese, French, Malay Thai
Italian, German

Good performance on 10 non-English languages, covering four language families

/ Generalizable to Languagea / Low Privacy Risk \

----------------------------

-

Two advantages
compared to text-
based approaches:




Conclusion

* Emojis as a new instrument to understand users
* Cross-lingual sentiment analysis
* Gender inference

* Actionable insights for other Web mining applications that also
suffer from inequality among languages

Thank you for attention!
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Artificial Intelligence

\
AutaML
1 \ Chatbots
Dlgl_tal \ f
Ethics \ i Conversational
Intelligent \ ,l" User Interfaces
Applications \
a Deep Neural Networks
uantum (Deep Learning)
Computing / ¢

Deep Neural
Network ASICs

Smart Robotics \

Edge Al _\

—— Graph Analytics

~ Machine Learning
Al Paas

NLP
Al Developer

Toolkits
Al-Related
CA&SI Services

VPA-Enabled Wireless Speakers

™ Explainable Al Speech Recognition

—— Robotic Process Automation Software
Data Labeling and
Annotation Services

Al Cloud ~
Services —

Decision
Intelligence —

Neuromorphic -
Hardware

Augmented
Intelligence

Al Governance

Reinforcement .~
Learning

Al Marketplaces

GPU Accelerators

Knowledge
Graphics

—— FPGA Accelerators

- Virtual Assistants

Computer Vision

Expectations

Insight Engines

- Cognitive Gomputing

-
Arntificial General

Intelligence Autonomous Vehicles
Peak of
Innovation Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity

Time
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Artificial Intelligence
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he hits the dog *
l :
v .

the N
.
v v *
PN V NP °

Equality

Subset relationship
Similarity of sets, alikeness
Disparateness

Causality

Ordering

Attribution

Informational dependency

CAU CAU |

EQU
SUB
ALI
DIS
CAU
ORD
PAR

SKO.

I
dog

AL
> e

ALl
g man DD :
ALl
hit

23

F N2

Val: t

Val: t

pX)t <= q(X)t &
r(X):f
Subst: {X/b}

val: f / \ val: t

OR | q(b)f OR r{b):t

Val: f Val: t
q(b):f <= r(b):t <~
subst: {} subst: {}

SucCcess Success
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Dual process theory
o NHEYE MM AR ) R g (1] [2] 18]

e System 1. B,L,\‘t (Ba) , TEIRNIEE
« BlEN[RERT, JFE IO IR ER| KECHIERIBER

System 2: B (OJ1F) , AERIRHERE
« ZE TRICIZ R fT B A9 Z a4 TE

[1] Chaiken, Shelly, and Yaacov Trope, eds. Dual-process theories in social psychology. Guilford Press, 1999.
[2] Evans, Jonathan St BT. "In two minds: dual-process accounts of reasoning." 7Trends in cognitive sciences 7.10 (2003): 454-459.
[3] Kahneman, Daniel. Thinking, fast and slow. Macmillan, 2011.
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i Yoshua Bengio
October 11 at 3:35 AM

Gary Marcus likes to cite me when | talk about my current research program
which studies the weaknesses of current deep learning systems in order to
devise systems stronger in higher-level cognition and greater combinatorial
(and systematic) generalization, including handling of causality and
reasoning. He disagrees with the view that Yann LeCun, Geoff Hinton and |
have expressed that neural nets can indeed be a "universal solvent” for
incorporating further cognitive abilities in computers. He prefers to think of
deep learning as limited to perception and needing to be combined in a
hybrid with symbolic processing. | disagree in a subtle way with this view. |
agree that the goals of GOFAI (like the ability to perform sequential
reasoning characteristic of system 2 cognition) are important, but | believe
that they can be performed while staying in a deep learning framework,
albeit one which makes heavy use of attention mechanisms (hence my
‘consciousness prior' research program) and the injection of new
architectural (e.g. modularity) and training framework (e.g. meta-learning and
an agent-based view). What | bet is that a simple hybrid in which the output
of the deep net are discretized and then passed to a GOFAI symbolic
processing system will not work. Why? Many reasons: (1) you need learning
in the system 2 component as well as in the system 1 part, (2) you need to
represent uncertainty there as well (3) brute-force search (the main inference
tool of symbol-processing systems) does not scale, instead humans use
unconscious (system 1) processing to guide the search involved in
reasoning, so system 1 and system 2 are very tightly integrated and (4) your
brain is a neural net all the way ;-)



ST RS2 =) F B B AR P

ARSI FER 55 A
* Towards Knowledge-Based Recommender Dialog System
* EMNLP 2019

USER: Hello!

RECOMMENDER: What kind of movies do you
like?

USER: [ am looking for a movie recom-

mendation. When I was younger
[ really enjoyed the A Nightmare
on Elm Street (1984).

BASELINE: Have you seen It (2017)?

OURS: [ like horror movies too! Have
your seen Halloween (1978) ?

HUMAN: Oh, you like scary movies? |

recently watched Happy Death
Day (2017).




KBRD

(a) Baseline (b) Ours
mentioned items . mentioned items 7:, Knawierge: Graph
Dialog History l Dialog History +t
w = (wl, () SR w,,) ' informativelentities
l Entity Linking —f——t————- -
Seq? Modul Recommender ¢ b F(t,)
eq2seq Module L Vi
System Seq2seq Module . l Propagation & Attention
Dialog ”System Dialog ”System Recommender System
Fiialog Switching Free Piialog Switching Free
| network |<e— »>| network |*

y !

Response Response




REITEF VHIRS SEUEMHH ZIK* ‘

}Aé\tﬂl/\ S :Izj(HiE DT/\Z ~J EX .Cr EI X _ﬁk?
Movie I 2 3 4 5 7 8
Star Wars space alien sci-fi star scl robot smith harry
The Shining creepy stephen gory horror  scary  psychological haunted thriller
The Avengers (2012)  marvel  superhero super dc wait batman thor take
Beauty and the Beast cute disney animated live music child robin kids
Model R@] R@10 R@50 Model PPL Dist-3 Dist-4 CSTC
REDIAL 2.3+0.2 12940.7 28.7+0.9

REDIAL 28.1 0.11 0.13 1.73

KBRD (D) 2.74+0.2 14.0£0.6 30.61+0.7 . . 3 _
KBRD (K) 2.6+0.2 144409 31.0+1.2 Transformer  18.0 0.27 0.2
KBRD  3.0402 163403 33.8+0.7 KBRD 179 030 045 199
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* Data processing inequality
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Question: Who is the director of the 2003 film which has scenes
in it filmed at the Quality Cafe in Los Angeles?

BES

Quality Café

The Quality Cafeis a
now-defunct diner in Los
Angeles, California. The
restaurant has appeared
as a location featured in
a number of Hollywood
films, including Old
School, Gone in 60
Seconds, ...

Los Angeles

Los Angeles is the most
populous city in
California, the second
most populous city in
the United States, after
New York City, and the
third most populous city

in North America.

Old School

Old School is a 2003
American comedy film
released by Dream
Works Pictures and The
Montecito Picture
Company and directed
by Todd Phillips.

/4

Todd Phillips

Todd Phillips is an
American director,
producer, screenwriter,
and actor. He is best
known for writing and
directing films, including
Road Trip (2000), Old
School (2003), Starsky &
Hutch (2004), and The
Hangover Trilogy.

4

Alessandro Moschitti

Alessandro Moschitti is a
professor of the CS
Department of the
University of Trento,
Italy. He is currently a
Principal Research
Scientist of the Qatar
Computing Research
Institute (QCRI)

WiIKIPEDIA

The Free Encyclopedia

4

Tsinghua University

Tsinghua University is a
major research university in
Beijing and dedicated to
academic excellence and
global development.
Tsinghua is perennially
ranked as one of the top
academic institutions in
China, Asia, and worldwide...

—a
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 [HIEIERR
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Q: How many of Warsaw's inhabitants
spoke Polish in 19337

l

it Document Document
: 'f « "' Retriever - Reader
- Pt » 833,500
4 5 ’
WIKIPEDIA
The Free Encyclopedia

%

SXTERNZHEE, FERMRARIETURZBR, B2EMRIRERNTTETESERS.

[1] Chen, Dangi, et al. "Reading wikipedia to answer open-domain questions." arXiv preprint arXiv:1704.00051 (2017).
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Question: Who is the director of the 2003 film which has scenes
in it filmed at the Quality Cafe in Los Angeles?

Document A
Old School 1s a 2003 American comedy film released by DreamWorks
Pictures and The Montecito Picture Company...

Document B
Many directors shoot scenes in Hollywood, L.os Angeles, which 1s notable as
the home of the U.S. film industry.

TR, ESRIEED, ETHIMY XA S EHG R M ES
B EEEEMAEER, —BE—SHRRAN S-SR
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(BN

IR R

« BRI FEERIE AR R (Z0SQUAD k)

BERT

Start/End Span

Eicus E1 EN E[sepl E1 ' EM'
. -
(cLs) | B .. iy [ (SEP) e - L
Question Paragraph

[1] Rajpurkar, Pranav, et al. "SQuAD: 100,000+ Questions for Machine Comprehension of Text." Proceedings of the 2016

Conference on Empirical Methods in Natural Language Processing. 2016.




Challenge 2: Explainability
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Cognitive Graph

Question: Who is the director of the 2003 film which has scenes
in it filmed at the Quality Cafe in Los Angeles?

)

=
==
-
=
-
==
=
=
-—
=

ality Qafe (diner Los Angeles
(jazz club) Quality (diner) 9

T [ LosAngeles i

Quality Cafe was a ||| in a number of officially the City
1-hop historical including "Old of Los Angeles
restaurant and ‘_PGOTJG in 60 and often known
jazz club... Seconds™... ~ _ by its initials
=< =~ ] LA.,..
2'S =)
Old Scho Gone in 60 Seconds
o_h Old School j ] Gone in 60 Seconds is a 0
—hop American cofhedy film... 2000 American action heist
film...
directed by Dominic Sena.
L J L l J
/7 N\
Todd correct { Dominic \
3-hop . !
Phillips answer \\ Sena y

N 7

— -



Related work: Adversarial Questions

Paragraph: "In January 1880, two of Tesla's uncles
put together enough money to help him leave

Gospic for Prague where he was to study.

What city did Tesla move to Prague

1 ?

A (Step 1) (Step 2)
Mutate Generate
question fake answer

What city did Tadakatsu move to Chicago

in 18817
(Step 3)
Convert into
statement

Tadakatsu moved the city of
Chicago to in 1881.

(Step 4)

Fix errors with
crowdworkers,
verify resulting
sentences with
other crowdworkers

\J
Adversary Adds: Tadakatsu moved to the city
of Chicago in 1881.
Model Predicts: Chicagc

-wﬁéﬁwﬁmﬁrfm{m

| T

SHEFREESHNE S
Q&EI’J LD, TRZ=EEE. I
FHMRIETE,

= SRR T TR
System 2B TUHETE,

[1] Jia, Robin, and Percy Liang. "Adversarial examples for evaluating reading comprehension systems." arXiv preprint arXiv-1707.07328(2017).
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System 2

System 1 %
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Question Cognitive Graph

Qualitg/ café

/\

Los A;wgeles

Gone in 60 seconds

\

Todd P#illips
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predict



System 1: the BERT Implementation

: Hop span Ans span
Negative p AN ~ A =
threshold |Name of entity “Next” | | Possible answer “Ans” |
~{ T e L
2 e I e N i e EXEA
Initial r : ;
] 5(n14:(2wlursﬁ + ( )
X[%] System 1 (BERT
I‘:( LS [L.l ense ,\ E SEP L' . E \f
L <> < T <5
L L L . -l L
[CLS] T ok, e T'ok SEP v[“"; ol

N

Question + clues[x,G]

b~

—~

Paragraph([x]

* D AHE top-k BY T —BRSLARME &1k
© FUEANMIER T— LA EE RIELNTF LR R AR

* ETXANFNEAEREXFE

* REEORLE RYFTKBR I T B E
+ BEEATE RN REERNXAR (span)
© XRN T IRFIFIAXMIBERRS AN




System 2. the GI\II\I implementation

F—3i,
BT

System 2 (GNN)

Cognitive Graph G
Before Visiting x

>

— ) \
/ \\’ Pass clues Ar-— R 1t £ The
i g [/[/9 ) esults o
Initial ~ - l m '\,\ ertl to “Next””Ans” ' Ans | Step of
X[x] Xll] swinal? !_ - visiting x
2PN DN
e 4_} ! L
1 Hop span
un[: Q. clue: ] PSP Ans span

T RARRRX IRIEN T AIGNNE AT

A =oc((AD Hlo(XW))
X' = O'(XWQ = A)

U= Fise— 1M RENTERE, EREBERFJRX K
TN e 24 45 2R -

answer = argmax J(X|z])
answer node x



CogQA B & 57|14k

Algorithm 1: Cognitive Graph QA o %ﬁ&l::{i
N

Input:
System 1 model &;. System 2 model Sz, NN = [ ) s 7Sl % W —
Question Q, Predictor F,Wiki Database W — |% 1#*%*% E @E%’j{,iu 1}” gfﬁ:\ 1< I:Fl |\ EJI};‘({ZIS E/g */T
1 Initialize cognitive graph G with entities mentioned in IS IS
(2 and mark them frontier nodes /E 1 i%

repeat

3 | pop anode x from frontier nodes 1T N KA
4 | collect clues(x, G| from plcdeu\\m nodes of x — EJ_: E/\] —LA%I:I K ( | E)L Q %é

can be sentences whet 1S mentonel

ARt

fixik)

: - NS —
fetch pn.ru[. | in W if any T ,I‘J_:l\\- 9:— ‘L}” ?1‘% 9*'] X VAN Y 1[]
generate sem|x, Q. clue s] with &y // mitial X|a ! B

find hop and answer spans in para[z] with &, (SySte m 1)
for y in hop spans do

g
o

7 | if x is a hop node then

8

9

10 if y ¢ Gand y € W then i _l_ JL;F & 2o E B/] ?EHR
1 | create a new hop node for y Et l:l NS X X

12 if y € G and edge(x,y) ¢ G then

13 add edge (z,y) 0 G

14 mark node ¥ as a frontier node

15 end ,
16 for y in answer spans do (System 1 & 2) .

add new answer node y and edge (z,y) 10 G

:: enflnd — %%$/\§FD %Tjﬁ y-l\IJ

20 | update hidden representation X with 8

21 until there is no frontier node in G or G is large enough:.
22 Return arg max F(X|z|)

answer node
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* HotpotQA &2—1°3

S0

* Joint F; from 16.2 (previous work) to 34.9 (CogQA)!

~SQUADHYIHE leaderboard B9 24 1B &
* CogQA ranked 1% from 21, Feb to 15, May (nearly 3 months

N 111

Model Ans Sup Joint
EM F Prec Recall | EM Fy Prec Recall | EM Fi Prec  Recall
Yang et al. (2018) 239 329 349 33.9 5.1 409 47.2 40.8 2.5 17.2 204 17.8
Yang et al. (2018)-IR | 24.6 340 35.7 34.8 109 493 525 52.1 52 21.1 22 23.2
Dev BERT 227 316 334 31.9 6.5 424 546 38.7 3.1 17.8 243 16.2
CogQA-sysl 336 450 476 45.4 23.7 583 67.3 56.2 12.3 325 39.0 31.8
CogQA-onlyR 346 46.2 488 46.7 147 482 564 47.7 83 299 36.2 30.1
CogQA-onlyQ 307 404 429 40.7 234 499 56.5 48.5 124 30.1 35.2 29.9
CogQA 376 494 522 49.9 23.1 585 643 59.7 122 353 403 36.5
Yang et al. (2018) 240 329 - - 3.86 37.7 - - 1.9 16.2 - -
Test QFE 28.7 38.1 - - 142 444 - - 8.7 23.1 - -
: DecompRC 30.0 40.7 - - N/A N/A - - N/A N/A - -
MultiQA 30.7 40.2 - - N/A N/A - - N/A N/A - -
GRN 273 36.5 - - 12.2 48.8 - - 74 236 - -
CogQA 37.1 489 - - 22.8 57.7 - - 124 349 - -

Table 1: Results on HotpotQA (fullwiki setting). The test set is not public. The maintainer of HotpotQA only
offers EM and F); for every submission. N/A means the model cannot find supporting facts.




Analysis
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Case Study

Q: Ken Pruitt was a Republican member
of an upper house of the legislature with
how many members?

'

Ken Pruitt

Ken Pruitt was a ... previously a

Republican member of the

member of the Florida House of
Florida Senate ... Representatives.

Florida Florida House of

Senate Representatives

The Senpte has
40 mempers...

The House is|composed
of 120 members...

40 120

\/ (1) Tree

* BERTAR]

- BATLIE
ft

R

bR F FAYE

/1

* [a]FRKen{EERBY" Upper House”
(ERBE) KT “Senate’ (ZIUFE)
mA="House of Representative’

(ARBE, TFE)



Case Study

Q: What Cason, CA soccer team
features the son of Roy Lassiter?

|

Roy Lassiter

He is the father
of LA Galaxy

player Ariel
Lassiter. \
Ariel
Lassiter

..he had S|gned

with LA Galaxy...
Galaxy

(2) DAG

HELHE

© Y ZBRESITIEE B —F R AVATIE,
RETEZER, BRTER
5K




Case Study

Q: What Lithuanian producer is best o . . .
known for a song that was one of the ° lg_/l\'fgl.'% ':I:' ; ﬁ?fﬂ] E’\]%}%Zﬁ ’%‘%

most popular songs in Ibiza in 20147 “I\/Iarijus Adomaitis”, és"}&ﬁ’ﬁﬁ;;ﬁ%t
: i > “ "
v (Retrieved) :7%% Ten Wa”S ]
... is a song Walking with
by Lithuanian Elephants N N N /S N N 7S N
producer Ten ° l%_f_f_?jiﬂ] @ﬁlA%ﬂ < ; ?jZTI]Z‘Zfﬂ
Walls. Ten Walls R 2 Adomaitisfy 2, 4!

...best known for

his 2014 single 4 BT R ERE A RIFRANEHST

Ten Walls y . ;
Walking with . Lot
Marijus l J Elephants”. ?ﬂz E{ 18 }7'?'—\ o
Adomaitis ...
his stage name 5
Ten Walls. Marijus
Adomaitis

(3) Cyclic Graph



summary of CogQA

* |terative Framework
* Cognitive Graph
* Dual process theory

Cognitive graph

Question: Who is the director of the 2003 film which has scenes
in it filmed at the Quality Cafe in Los Angeles?

\

Quality Cafe (diner)

Quality Cafe

Los Angeles
(jazz club) 9

Los Angeles
officially the City
of Los Angeles

location featured in a number of
Hollywood films, including "Old
School”, “Gone in 60
Seconds”...

Quality Cafe was a
1-hop historical
and often known

by its initials
LA.,...

restaurant and
jazz club...

pd

Old School (film) Gone in 60 Seconds

Old School is a 2003 Gone in 60 Seconds is a

2_h0p American comedy film... 2000 American action heist
directed by film...
Todd Phillips. directed by Dominic Sena.
777N
3-hop Todd correct ( Dominic \
Phillips / answer \\ Sena /’
~ —_— 7

>
>
>

Myopic Retrieval
Explainability
System 2 Reasoning

CogQA framework

System 2 (GNN)

X [Prevy.
@mm<-[ 4@
A lx + Wl
aomed - -amm---
X [Prev.

Cognitive Graph G
Before Visiting x

N J

\ /
-~-
L]

Pass clues

\Ar——1

|
IAnsI

Results of The
Step of
Visiting x

L]

Hop span
J |

|Name of entity “Next”|

o T 1

8

.
QD 1T
W2 C INexn to “Next”“Ans” !
I R X lx.
e ——a
L

Ans span
. I 1

|Possible answer “Ans”

1y

1 F

1 F

o0 - &
System 1 (BERT)

I

Bl

7t
T

S s | e
< 7
b T oky ’ [SI:'P:‘ T ok{

L J

J |

Question + clues|[x,G]

Paragraph[x]
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Artificial Intelligence
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