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Layer mapping functions

➢ cannot take full 
advantage of the 
teacher network

➢ Hard to find the best 
mapping function for 
different tasks

➢ Should the weight be 
the same?

Teacher

Student

Last strategy

Teacher

Student

Skip strategy

Result in BERT-PKD Paper

𝑗 = ڿ 𝑖ۀ × N/𝑀
N=4
M=12

𝐶12
4 = 495 in Total



Single Layer distance to Model Distance

Teacher

Student

Earth 
Mover‘s 
Distance

➢ many-to-many layer mapping 

➢ leverage EMD to formulate the distance 
between the teacher and student networks



Hidden States

ൟ𝐻𝑆 = { 𝐻1
𝑆 , 𝑤𝐻𝑆1 , … , 𝐻𝑁

𝑆 , 𝑤𝐻𝑆𝑁

ൟ𝐻𝑇 = { 𝐻1𝑇 , 𝑤
𝐻𝑇1 , … , 𝐻𝑀𝑇 , 𝑤𝐻𝑇𝑀

Distance： 𝑑𝐻𝑖𝑗 = MSE 𝐻𝑖
𝑆𝑾ℎ, 𝐻𝑗

T

𝑭A = 𝑓𝑖𝑗
𝑨

𝑭H = 𝑓𝑖𝑗
𝑯

WORK 𝐻𝑇 , 𝐻𝑆 , 𝐹𝐻 =

𝑖=1

𝑀



𝑗=1

𝑁

𝑓𝐻𝑖𝑗𝑑𝐻𝑖𝑗

𝑠. 𝑡. 𝑓𝐻𝑖𝑗 ≥ 0 1 ≤ 𝑖 ≤ 𝑀,~1 ≤ 𝑗 ≤ 𝑁



𝑗=1

𝑁

𝑓𝐻𝑖𝑗 ≤ 𝑤𝐻𝑇𝑖 1 ≤ 𝑖 ≤ 𝑀



𝑖=1

𝑀

𝑓𝐻𝑖𝑗 ≤ 𝑤
𝐻𝑆𝑗1 ≤ 𝑗 ≤ 𝑁



𝑖=1

𝑀



𝑗=1

𝑁

𝑓𝐻𝑖𝑗 = min 

𝑖

𝑀

𝑤𝑇𝑖
𝐻 ,

𝑖

𝑁

𝑤𝑆𝑖
𝐻

𝑤𝑇1

𝑤𝑇2

𝑤𝑇3

𝑤𝑇M

…

𝑤𝑆1

𝑤𝑆2

𝑤𝑆3

𝑤𝑆N
…

𝐄𝐌𝐃(𝐇𝑆 , 𝐇𝑇 )

Attention

Hidden States

𝐀𝑗
𝑇 ∈ ℝh×𝑙×𝑙

𝐇j
𝑇 ∈ ℝ𝑙×𝑑’

Attention

Hidden States

×M × N
𝐄𝐌𝐃(𝐀𝑆 , 𝐀𝑇 )

𝐇i
𝑆 ∈ ℝ𝑙×𝑑

𝐀i
𝑆 ∈ ℝh×𝑙×𝑙𝓛𝑎𝑡𝑡𝑛

𝓛ℎ𝑖𝑑𝑑𝑒𝑛

EMD 𝑨𝑺, 𝑨𝑻 =
σ𝑖=1
𝑀 σ𝑗=1

𝑁 𝑓𝑨𝒊𝒋𝑑𝑨𝒊𝒋

σ𝑖=1
𝑀 σ𝑗=1

𝑁 𝑓𝑨𝒊𝒋

EMD 𝐻𝑆 , 𝐻𝑇 =
σ𝑖=1
𝑀 σ𝑗=1

𝑁 𝑓𝐻𝑖𝑗𝑑𝐻𝑖𝑗

σ𝑖=1
𝑀 σ𝑗=1

𝑁 𝑓𝐻𝑖𝑗

ℒ𝑎𝑡𝑡𝑛 = EMD 𝐴𝑆 , 𝐴𝑇

ℒℎ𝑖𝑑𝑑𝑒𝑛 = EMD 𝑯𝑺, 𝑯𝑻

ൟ𝐴𝑇 = { 𝐴1
𝑇 , 𝑤𝐴𝑇1 , … , 𝐴𝑀

𝑇 , 𝑤𝐴𝑇𝑀

ൟ𝐴𝑆 = { 𝐴1
𝑆 , 𝑤𝐴𝑆1 , … , 𝐴𝑁

𝑆 , 𝑤𝐴𝑆𝑁

Distance：𝑑𝐴𝑖𝑗 = MSE 𝐴𝑖
𝑆 , 𝐴𝑗

𝑇

Attention

Flow

Distance and Loss

𝑤𝑠𝑖 =
1

𝑁

𝑤𝑇𝑗 =
1

𝑀



Network

ℒ𝑒𝑚𝑏 = MSE 𝐄𝑆𝐖𝑒 , 𝐄
T

ℒpred = −softmax 𝑧𝑇 ⋅ log_softmax Τ𝑧𝑆 𝑡
Teacher (𝐓)

Text  Input

Embedding Layer

Predict Layer

×M

Attention

Hidden States

𝐀𝑗
𝑇 ∈ ℝh×𝑙×𝑙

𝐇j
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Student (S)

Text  Input

Embedding Layer

Predict Layer

× N

Multi-Head
Attention

Add & Norm

Feed Forward

Add & Norm

𝓛𝑒𝑚𝑏

𝓛𝑝𝑟𝑒𝑑

×M × N

𝐇i
𝑆 ∈ ℝ𝑙×𝑑

𝐀i
𝑆 ∈ ℝh×𝑙×𝑙

𝓛𝑎𝑡𝑡𝑛

𝓛ℎ𝑖𝑑𝑑𝑒𝑛

ℒ𝑑𝑖𝑠𝑡𝑖𝑙𝑙 = β ℒ𝑒𝑚𝑏 + ℒ𝑎𝑡𝑡𝑛 + ℒℎ𝑖𝑑𝑑𝑒𝑛 + ℒ𝑝𝑟𝑒𝑑



Cost attention weight update method

Target: Reducing transfer cost. Teacher model weight as example:

• Step 1 transferring cost between each teacher and student layers (unit transferring cost). 

• 𝐶𝑇𝑖
𝐴 =

σ𝑗=1
𝑁 𝑑

𝐴𝑖𝑗𝑓
𝐴𝑖𝑗

𝑤𝑇𝑖

• 𝐶𝑇𝑖
𝐻 =

σ𝑗=1
𝑁 𝑑

𝐻𝑖𝑗𝑓
𝐻𝑖𝑗

𝑤𝑇𝑖

• Step 2. update weight based on the learned unit transferring cost:

• 𝑤𝑇𝑖
𝐴 =

σ𝑗=1
𝑚 𝐶𝑗

𝑨

𝐶𝑇𝑖
𝑨

• 𝑤𝑇𝑖
𝐻 =

σ𝑗=1
𝑚 𝐶𝑗

𝑯

𝐶𝑇𝑖
𝑯

• Step 3 softmax and average，get new weight:

• 𝑤𝑇𝑖 =
1

2

𝑒^(𝑤𝑇𝑖
𝐴 /τ)

σ𝑗∈𝑀 σ𝑒^(𝑤𝑇𝑗
𝐴 /τ)

+
𝑒^(𝑤𝑇𝑖

𝐻 /τ)

σ𝑗∈𝑀 σ𝑒^(𝑤𝑇𝑗
𝐻 /τ)



Experiments



MNLI-m QQP

TinBERT4 81.2 68.9

Ablation Study



Future work

• Using more powerful pre-trained language model

• Other weight modeling method

• Pretrain model training with EMD

• Use EMD on the CV model
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利用自监督学习的开放端故事生成评价方法
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介绍

自然语言生成模型

� 模型框架：LM, Seq2Seq

� 模型结构：RNN, Transformer

� 预训练模型：GPT3, T5, BART

自然语言生成评价

� 意义：指导模型生成，提高生成质量

� 人工评价：耗时、昂贵、难以复现

� 自动评价：快速、低/零成本、易复现



3

介绍

自然语言生成任务

� 受限语言生成 (Constrained NLG)

u 机器翻译、自动摘要

u 一对一：输入中包含生成所需的充分信息

u 评价指标：BLEU, MoverScore

� 开放端语言生成 (Open-Ended NLG)

u 开放域对话、常识/科幻/寓言故事生成

u 一对多：输入中仅仅包含非常有限的信息，

同一个输入可能有许多合理的输出

http://coai.cs.tsinghua.edu.cn/static/CommonsenseStoryGen/

Luong et al. Effective Approaches to Attention-based Neural Machine Translation
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介绍

� 开放端语言生成的评价

u 合理性与是否与参考文本在字面或语义上相似无关

u 基于判别器的自动评价指标

• 区分人撰写的文本和机器生成的文本

• 容易过拟合到特定的数据或模型

u 学习人工评价的自动评价指标

• 从人工评价中学习人类偏好

• 容易过拟合到训练数据上

u 基于自监督学习的自动评价指标

• 模仿生成模型自动构造大量的负样本

• 不依赖于任何人工标注和生成模型

• 具有与人工评价较高的相关性

• 对质量/数据迁移具有好的泛化性
B: BLEU; M: MoverScore; U: UNION
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UNION: An Unreferenced Metric for 
Evaluating Open-ended Story Generation

Jian Guan, Minlie Huang

CS Department, Tsinghua University
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经 验 观 察

错误类型 情节重复 不连贯 逻辑冲突 场景混乱 其它

占比 44.1% 56.2% 67.5% 50.4% 12.9%

Mary noticed a bird’s nest by her bedroom window.
She decided to climb the tree.
She climbed on the ladder and climbed on the ladder.
She climbed down the ladder and saw her step head.
She reached into her pocket and grabbed the bird’s back.

情节重复

不连贯

逻辑冲突 场景混乱

语言生成模型生成的故事为什么不合理？

� 基于ROCStories，分析381个NLG模型生成的不合理的故事
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方法

BERT
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方法：负采样

� Repetition
u N-gram

u SentenceBERT
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Human-written

Negatively Sampled The weather was crisp and cool.

The weather was crisp and cool and cool.

The weather was crisp and cool.

The weather was crisp and cool.
The weather was crisp and cool.
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方法：负采样

� Substitution
u Keywords (head/tail in ConceptNet)

• Antonym:
– /r/Antonym
– /r/NotDesires
– /r/NotCapableOf
– /r/NotHasProperty

BERT
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Ken felt good and energetic. 

Ken felt bad and energetic. 
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方法：负采样

� Substitution
u Keywords (head/tail in ConceptNet)

• Antonym:
– /r/Antonym
– /r/NotDesires
– /r/NotCapableOf
– /r/NotHasProperty

• Random word with same POS

BERT
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Ken felt bad and energetic. 

Ken felt good and energetic. 

Ken used good and energetic. 
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方法：负采样

� Substitution
u Keywords (head/tail in ConceptNet)

• Antonym:
– /r/Antonym
– /r/NotDesires
– /r/NotCapableOf
– /r/NotHasProperty

• Random word with same POS

u Sentence

BERT
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Ken felt good and energetic. 

Ken felt bad and energetic. 

Ken felt good and energetic. 

Ken used good and energetic. 

Ken felt good and energetic. 

She decided to climb the tree.
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方法：负采样

� Reorder
u Sentences

BERT
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Negatively Sampled He decided to keep jogging.
Ken then went several more miles.

Ken then went several more miles.
He decided to keep jogging.
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方法：负采样

� Reorder
u Sentences

� Negation Alteration
u Add/Remove negation words

BERT
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He decided to keep jogging.

He decided to keep jogging.

He did not decided to keep jogging.
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Leading Context
Ken was out jogging one morning.

Reference By Human
The weather was crisp and cool. Ken 
felt good and energetic. He decided 
to keep jogging longer than normal. 
Ken went several more miles out of 
his way.

Auto-Constructed Negative Sample
The weather was crisp and cool and 
cool. Ken felt bad and energetic. Ken 
DID NOT GO several more miles out 
of his way. He decided to keep 
jogging longer than normal.

BERT

![#$%] !'( !') !'*	 ![%,-]

[CLS] ./ .0 .1 [SEP]...
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BERT
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� BERT编码

方法：建模
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BERT
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� BERT编码

� UNION分数预测

方法：建模
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BERT
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BERT
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� BERT编码

� UNION分数预测

� 负样本重构

� 整体损失

方法：建模
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实验

� 基线指标

u 有参考指标：BLEU, MoverScore, RUBER!-BERT
u 无参考指标：Perplexity (of GPT2), DisScore, RUBER"-BERT
u 混合指标：RUBER-BERT, BLEURT

� 模型设置

u UNION和所有的基线模型均基于BERT/GPT的base版本

� 数据: ROCStories (ROC), WritingPrompts (WP)

� NLG模型:
u Fusion
u Plan&Write
u Fine-tuned GPT2
u KG-enhanced GPT2
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实验

� 和人工评价的相关性

u r/ρ/τ : Pearson/Spearman/Kendall相关系数
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实验

� 对数据迁移的泛化性

� 对质量迁移的泛化性
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实验

� 消融实验

u 四个负采样技巧对于评价故事生成都是必需的

u Reordering可能是最重要的技巧

u 对UNION来说，评价情节重复和场景混乱的故事可能是更容易的
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案例研究
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案例研究
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总结

� UNION：评价开放端故事生成的自动评价指标

u 基于自监督学习框架

u 不依赖于任何NLG模型或者人工标注

u 达到和人工评价更好的相关性

u 达到对数据和质量迁移更好的泛化性

u 相似的想法可以被迁移到其他领域（例如，开放域闲聊对话生成的评价）
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代码&数据: https://github.com/thu-coai/UNION
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An information theoretic view on 
selecting linguistic probes

Zining Zhu,     Frank Rudzicz



Introduction

● Neural NLP models takes over SOTA

● Why can neural NLP models do so well?

syntax

semantics
(all tasks)

entail-
ment

● They have linguistic knowledge.

● If yes, how much knowledge do they have?
○ Where do they encode the knowledge?

○ Do they encode only in some neurons?

○ Patterns of encoding knowledge?



Diagnostic classifiers

● (Ettinger et al., 2016): Diagnostic classifier task
○ Probe the sentence representations.

● (Alain & Bengio, 2017):
○ Diagnostic classifier essentially probes:          

“Is there information about factor ___ in this part 

of the model?”



What knowledge to probe?

● Many types of probing tasks:
○ Syntax distance (Hewitt and Manning, 2019)

○ Syntax & semantic tasks (Tenney et al., 2019)

○ Rhetorical discourse features (Zhu et al., 2020)

○ Many other knowledge. 

● Diagnostic classifier:
○ Simple set-up.

○ Good performance -> rich knowledge.



A dichotomy about probe

● (Hewitt and Liang, EMNLP 2019)

● When we observe good performance:
○ Do the representations contain rich knowledge?

○ Or, do the probe learns the task?

○ (Zhang et al., ICLR 2017): NNs can learn even from random vectors!

● Propose: select probes using “selectivity” criterion.
○ Selectivity: how much the probing accuracy improves compared 

to the control task (random labels).

● Propose to use the probes with as few parameters as possible.



An info-theoretic formulation

● Reject the “good representation or good probe” dichotomy

● Reject the control tasks
○ Propose to use control function (randomize R) as a control setting.

○ With control function, compute the “information gain” criterion 

to select probes.

○ Info gain: the difference of cross-entropy losses between control 

task and probing task:

● The purpose of a diagnostic classifier is to approximate I(T;R) 
○ T: the label

○ R: the representation



An info-theoretic view on the dichotomy

● The dichotomy is valid, info-theoretically.

● Decompose the good probing performance: 
○ T: target. R: representation. 

○ p: unknown true distribution; q: the probe model



An info-theoretic view on selecting probes

● Selecting probes with the two controlling mechanisms:
○ Control task (Hewitt and Liang, 2019)

○ Control function (Pimentel et al., 2020)

● They still contain errors, but much smaller:
○ The error terms are both the diff of a pair of KL divergences

● They differ by only irrelevant terms!
○ … as long as the randomization is done well

○ How about empirically?



The two control mechanisms agree well

● Ran 10,000+ POS probing experiments, sweeping different param configs.

● Empirically: the criteria of Hewitt and Liang (2019) and Pimentel et al., (2020) agree, 
○ To the extent similar to the “accuracy vs. cross entropy loss” agreement



Takeaways

● “Diagnostic classifier” probes can be formulated better with information theory.
○ We analyzed the sources of error of (1) single loss, (2) control mechanisms.

○ We showed the two control mechanisms are equivalent.

Special thanks to:

Mohamed, Amanjit, Bai, Yuchen, Chuer, Aparna, Frank -- for discussions about the ideas + 

relevant papers


