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KdConv: A Chinese Multi-domain Dialogue Dataset
Towards Multi-turn Knowledge-driven Conversation
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Background

® Background knowledge is crucial to dialog systems

¢ Por task-oriented, it (slot-value pair) provides essential info for
QA & recommendation

¢ For open-domain, it helps generate more informative and
attractive responses

¢ Structured knowledge graphs or unstructured texts
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Background

® Existing open-domain dialogue corpora
¢ Collect related external knowledge based on the context

* Label the knowledge annotations using NER, string match, artificial
scoring, and filtering rules

e Mismatches introduce noises

® Construct dialogues from scratch with human annotators
* Maybe lack turn-level annotations

* Constrained to 1-2 topics or lack of topic relations: limit modeling

diversified topic transition and knowledge planning

|
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® Lack of dialog data on multiple topics with knowledge

O

annotations

Existing knowledge-grounded datasets have limitations in
modeling knowledge interactions, such as topic transition and
knowledge planning
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®

® Overview
¢ Compatrison
¢ Example Data
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Overview

® Comparison

Dataset

Language Knowledge Type Annotation Level Domain Avg. # turns Avg. # topics # uttrs
CMU DoG English Text Sentence Film 22.6 1.0 130K
WoW English Text Sentence Multiple 9.0 2.0 202K
India DoG English Text & Table Sentence Film 10.0 1.0 91K
: : Film, Book,
OpenDialKG English Graph Sentence Sport, Music 5.8 1.0 91K
DuConv Chinese Text & Graph Dialog Film 9.1 2.0 270K
KdConv (ours) Chinese Text & Graph Sentence i:'l:‘:;i“ usics 19.0 2.3 86K
N
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Overview

. . Knowledge Triple
Conversation (Music) - - - -
Head Entity Relation Tail Entity
Userl: %l ( §AZEH) XEKG?
Do you know the song ‘Flying Higher’?
User2: AUEWF, XEARNGE J HRps o E 4R sz 40 A WG K G il o Flying Information ... selected in the top ten most
Yes, this song has been selected in the top ten most popular songs in China. Higher popular songs in China...
Userl: E AR &ZAT IR [ fRIC1F?
Do you remember the exact release date?
User2:- e, RAE200SFIF19H. Release date March 19, 2005
Yes. It is March 19, 2005.
Userl: Fu151X & M2 U 2 3 2 i Flying Original
I think it is one of the classic songs of Wang Feng. Higher singer
User2: B IB2 A, % i EGRAS it B C58m, RRERZMZET . Arrangment Wang Feng
So do I. The arrangement and lyrics of the music are all completed by himself.
It’s really a classic. Lyrics
Userl: YRIfIHIMR T AR, ££5 K HIREREZ K2, RALT LRI
AR 12 BT RRACHERERERRTFL. Wang Feng Main The 12th Music Awards of the
He is really amazing and has won many awards in music, such as the 12th achievements | Year Award for Best Male Singer

Music Awards of the Year Award for Best Male Singer.
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Knowledge Graph

Original singer

Flying Higher

; Wang Feng
Arrangment, Lyrics

Information Release date

Representative work

Main achievements

. selected in the top The 12th Music Awards

March 19, 2005

Blooming Life

Information

‘Blooming Life’ is a song sung, written and composed

ten most popular songs of the Year Award for by Wang Feng... The song won the Best Song of the
in China in 2015... Best Male Singer Year Award in the 13th Global Chinese Music List.
N
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® Dataset Collection
¢ Knowledge Graph Construction
¢ Dialogue Collection
¢ Statistics
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® Knowledge Graph Construction

® Reduce the range of the domain-specific knowledge by crawling
the most popular films and film stars, music and singers, and
attractions as start entities, from several related websites (douban,
qunar, etc.)

¢ Filter the start entities which have few knowledge triples in
XLORE (a large-scale English-Chinese bilingual knowledge graph)
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Dataset Collection
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® Knowledge Graph Construction
¢ Retrieve their neighbor entities within three hops from XLORE

* For the travel domain, the knowledge graph was crawled only from the
Web, because XLLORE provides little knowledge for start entities

¢ Merge these entities and relations into a domain-specific

knowledge graph

£
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Dataset Collection

® Knowledge Graph Construction

Domain Film Music Travel Total
# entities 7,477 4,441 1,154 13,072
(# start/# extended) (559/6,917) (421/4,020) (476/678) | (1,456/11,615)
# relations 4,939 4,169 7 9,115
# triples 89,618 56,438 10,973 157,029
Avg. # triples per entity 12.0 12.7 9.5 12.0
Avg. # tokens per triple 20.5 19.2 20.9 20.1
Avg. # characters per triple 51.6 45.2 39.9 48.5
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Dataset Collection
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® Dialogue Collection

® Recruit crowdsourced annotators to generate multi-turn without
any pre-defined goals or constraints

¢ During the conversation, two speakers both had access to the
knowledge graph

¢ Annotators were also required to record the related knowledge
triples
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Dataset Collection

® Dialogue Collection

® Annotators were instructed to start the conversation based on
start entities, and they were also encouraged to shift the topic ot
the conversation to other entities

¢ Filter out low-quality dialogues, which contain grammatical errors,
inconsistencies of knowledge facts, etc.
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Dataset Collection

® Statistics

@ Film vs. music/travel
* # turns
* # topics
* # triples

18
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Domain Film Music Travel Total

# dialogues 1,500 4,500
# dialogues in Train/Dev/Test 1,200/150/150 3,600/450/450
# utterances 36,618 24,885 24,093 85,596
Avg. # utterances per dialogue 24.4 16.6 16.1 19.0
Avg. # topics per dialogue 2.6 2.1 2.2 2.3
Avg. # tokens per utterance 13.3 12.9 14.5 13.5
Avg. # characters per utterance 20.4 19.5 229 20.8
Avg. # tokens per dialogue 323.9 21477 2335 257.4
Avg. # characters per dialogue 497.5 3240 367.8 396.4
# entities 1,837 1,307 699 3,843
# start entities 559 421 476 1,456
# relations 318 331 7 656
# triples 11,875 5,747 5,287 22,909
Avg. # triples per dialogue 16.8 10.4 10.0 10.1
Avg. # tokens per triple 25.8 29.7 31.0 28.3
Avg. # characters per triple 49.4 56.8 57.4 53.6

G



Dataset Collection

® Discussing multiple topics in depth
usually requires a conversation having
enough number of turns

® A short conversation may not have
natural transition between multiple
topics

19
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Dataset Collection

® Topic Transition
¢ Diverse and complex

# Suitable for the research of
knowledge planning

¢ “—Info—" :people prefer to
shift the topic according to the

structured relations rather than
unstructured texts

20

Topic Transition

1 Hop

17 —Major Work— T’
T —Star— T5
T1—Director— 15

2 Hop

17 —Major Work— To—Star— 13
17 —Major Work— T —Director— 13
T7—Star— T5—Major Work— T3

3 Hop

T1—Major Work— Th—Star— T3—Major Work— T}
17 —Star— 15 —Major Work— T3 —Director— 1
T1—Major Work— T —Star— T5—Information— T}
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® Expetiments
¢ Benchmark Models
€ Automatic/Manual Evaluation
¢ Case Study
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Experiments

® Benchmark Models

® Generation-based Models
* Language Model (Bengio et al., 2003)
* Seq2Seq (Sutskever et al., 2014)
* HRED (Serban et al., 2010)

¢ Retrieval-based Model: BERT (NSP) (Devlin et al., 2019)

¢ Knowledge-aware Models

* Key-Value Memory Module (Miller et al., 20106)
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Experiments
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® Advertisement

® CoTK (Conversational Toolkit): An open-source toolkit for fast
development and fair evaluation of language generation

* Predefined evaluation suites, test models with popular and standard

metrics

¢ Paper: hty

ps:/ /arxiv.org/abs/2002.00583

¢ GitHub: https://github.com/thu-coai/cotk

23
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Experiments

. s . Model | Hits@l3 | PPL | BLEU-1/2/3/4 | Distinct-1/2/3/4
» 1 :

® Automatic Evaluation Fim
LM 1430 3570 | 2191 | 2422 1240 771 427 | 232 613 1088 16.14
. Seq2Seq 17.54 4057 | 23.88 | 2697 1431 853 530 | 251 7.14 13.62 21.02
‘ |_\4€tf1CS HRED 16.45 40.62 | 2474 | 27.03 1407 830 507 | 255 735 1412 21.86
BERT 6536 9179 | - |81.64 77.68 7547 73.99 | 855 3128 5129 63.38
) Seq2Seq + know | 17.77 41.66 | 25.56 | 27.45 1451 866 532 | 285 798 1509 23.17
° HltS@n HRED +know | 17.38 39.79 | 2627 | 27.94 14.69 873 540 | 286 808 1581 24.93
BERT + know | 65.67 9179 | - |81.98 78.08 7590 74.44 | 859 3147 51.63 63.78

Music

[ }
PPL LM 18.09 39.36 | 14.61 | 2580 1393 861 557 | 272 731 1269 18.64
Seq2Seq 22.65 4443 | 16.17 | 28.89 1656 10.63 7.13 |2.52 7.02 12.69 18.78
HRED 2120 4284 | 16.82 | 2992 1731 11.17 7.52 | 271 771 1407 2097
® BLEU BERT 55.64 8690 | - |7871 73.61 7055 6843 | 6.57 2675 4475 55.85
Seq2Seq + know | 22.90 47.14 | 17.12 | 29.60 1726 11.36 7.84 |3.93 1235 23.01 34.23
c HRED +know | 21.82 4533 | 17.69 | 29.73 17.51 1159 8.04 | 3.80 11.70 22.00 33.37
°

DlStlIlCt BERT + know | 56.08 86.87 | - |7898 7391 70.87 68.76 | 6.59 26.81 4484 55.96

Travel
‘ Results LM 22.16 4127 | 886 | 2751 1779 12.85 9.86 |3.18 849 1399 1991
Seq2Seq 27.07 4634 | 1044 | 29.61 20.04 1491 11.74 | 375 11.15 19.01 27.16
HRED 2576  46.11 | 10.90 | 30.92 2097 1561 12.30 | 415 1201 2052 2874
BERT 4525 7187 | - |81.12 7697 7447 7273 | 7.17 2255 34.03 40.78
Seq2Seq + know | 29.67 5024 | 10.62 | 37.04 2728 2216 18.94 | 4.25 13.64 24.18 34.08
HRED +know | 28.84 4927 | 11.15 | 36.87 2668 21.31 17.96 | 3.98 1331 24.06 3435
BERT + know | 45.74 7191 | - |81.28 77.17 74.69 72.97 | 720 22.62 34.11 40.86
0 |
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Experiments

B . Model Fluency | Coherence
® Manual Evaluation —— e R
: HRED 1.64 1.19
. BERT + know |  2.00 1.79
* Fluency: whether the response 1s fluent and P .- =
natural HRED 1.90 1.30
, HRED +know | 186 | 136
* Coherence: whether a response is relevant and  BERT + know | 2.00 1.80
coherent to the context and knowledge Travel \ & 055 0.74
. o HRED 1.77 1.10
¢ Annotation Statistics HRED + know | 178 | 131
BERT + know | 2.00 1.76
* 500 samples each domain, 3 annotators
* Fleiss’ kappa: from 0.37 to 0.74

° . 0 0 O O
o5 3/3 agreement: from 68.14% to 81.33% H M I‘I\




Experiments

® Case Study
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Knowledge Triple Knowledge Triple
Conversation (Travel) Head Tail Conversation (Film) Head . . .
Relation . Relation Tail Entity
Entity Entity Entity
Userl: XHAEHIIE AN? Userl: FiRH2 A2
How long can I play here? What is it about?
User2: ZAZ 650 2 k-4 /NEIE, 752 User2 / BERT + know: §¢ /i HRBEIE
AN FERfE— BRI BHURIR, T
About 2-4 hours. s the ticket expensive? Rt 0 B FF B LRI IEAR 199 B The Film
- e Film is
HRED: ZFL I 3 Hif-3 HaT. FE B e . ,
. . directed by Rich
About 3-3 hours. Suggested The film tells that the Destruction King
. . 2-4 Moore... The film
HRED +know: ZAZAe5t 2 /-4 /M time of was tired of being a villain in the game
| . hours X tells that the
e, ER A AR ? visit world, so he was determined to leave o
. . . . Destruction King
About 2-4 hours. How much is the ticket? Prince his game and travel to other game Wreck- tired of bei
- S tir ei
BERT +know: ZANZHIL2 HI-3 M, | Gong's worlds... It Information wa.u .e 'oth ne
. - . s _ s a villain in the
PREELEA A AL B ? Mansion HRED: b 7 4880, ik 7 — Ralph . soh
ame world, so he
About 2-3 hours. Do you know its position? PEEYFFHH, BT — 8 .
ey — was determined to
Userl/BERT + know: i4T, 74 40 Jt. A, .
. . leave his game
Just okey. Only 40 YUAN. It tells a beautiful love story during
_ . and travel to other
HRED: AN8t, 7 10 7T, Ticket 40 World War II. 1t tells a beautiful story. d
1C Ly R ame worlds. ..
No, only 10 YUAN. ¢ YUAN | HRED + know: #Hf 7 — /iR £
HRED + know: A5, 15542 40 JG. B,
No. The ticket is 40 YUAN. It tells a strange and beautiful story.
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Conclusion
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® Propose a Chinese multi-domain corpus for Knowledge-
driven Convetsation, KdConv, which contains 86K

utterances and 4.5K dialogues, with an average number ot
19.0 turns

® Extensive experiments demonstrate that the models can be
enhanced by introducing knowledge, whereas there is still

much room in knowledge-grounded conversation modeling
for tuture work
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® Competition
¢ SMP2020-ECDT (The Evaluation of Chinese Human-Computer
Dialogue Technology, Task 2)

¢ The participators need to retrieve relevant triples from the

domain-specific graph
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Thanks for your attention

Paper: https://arxiv.org/abs/2004.04100
GitHub: https://github.com/thu-coai/KdConv
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