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 Background knowledge is crucial to dialog systems

◆ For task-oriented, it (slot-value pair) provides essential info for
QA & recommendation

◆ For open-domain, it helps generate more informative and
attractive responses

◆ Structured knowledge graphs or unstructured texts

Background
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Background

 Existing open-domain dialogue corpora

◆ Collect related external knowledge based on the context

• Label the knowledge annotations using NER, string match, artificial 
scoring, and filtering rules

• Mismatches introduce noises

◆ Construct dialogues from scratch with human annotators

• Maybe lack turn-level annotations

• Constrained to 1-2 topics or lack of topic relations: limit modeling
diversified topic transition and knowledge planning
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Motivation

 Lack of dialog data on multiple topics with knowledge 
annotations

 Existing knowledge-grounded datasets have limitations in 
modeling knowledge interactions, such as topic transition and 
knowledge planning
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Dataset Collection

 Knowledge Graph Construction

◆ Reduce the range of the domain-specific knowledge by crawling 
the most popular films and film stars, music and singers, and 
attractions as start entities, from several related websites (douban,
qunar, etc.) 

◆ Filter the start entities which have few knowledge triples in
XLORE (a large-scale English-Chinese bilingual knowledge graph)
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Dataset Collection

 Knowledge Graph Construction

◆ Retrieve their neighbor entities within three hops from XLORE

• For the travel domain, the knowledge graph was crawled only from the 
Web, because XLORE provides little knowledge for start entities 

◆Merge these entities and relations into a domain-specific 
knowledge graph
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Dataset Collection

 Knowledge Graph Construction
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Dataset Collection

 Dialogue Collection 

◆ Recruit crowdsourced annotators to generate multi-turn without 
any pre-defined goals or constraints

◆During the conversation, two speakers both had access to the 
knowledge graph 

◆Annotators were also required to record the related knowledge 
triples
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Dataset Collection

 Dialogue Collection

◆Annotators were instructed to start the conversation based on 
start entities, and they were also encouraged to shift the topic of 
the conversation to other entities

◆ Filter out low-quality dialogues, which contain grammatical errors, 
inconsistencies of knowledge facts, etc. 
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Dataset Collection

 Statistics

◆ Film vs. music/travel

• # turns

• # topics

• # triples
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Dataset Collection

 Discussing multiple topics in depth 
usually requires a conversation having 
enough number of turns

◆A short conversation may not have
natural transition between multiple 
topics
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Dataset Collection

 Topic Transition

◆Diverse and complex

◆ Suitable for the research of 
knowledge planning

◆“−Info→”: people prefer to 
shift the topic according to the 
structured relations rather than 
unstructured texts
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Experiments

 Benchmark Models

◆Generation-based Models

• Language Model (Bengio et al., 2003)

• Seq2Seq (Sutskever et al., 2014)

• HRED (Serban et al., 2016) 

◆ Retrieval-based Model: BERT (NSP) (Devlin et al., 2019)

◆Knowledge-aware Models

• Key-Value Memory Module (Miller et al., 2016)
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Experiments

 Advertisement

◆ CoTK (Conversational Toolkit): An open-source toolkit for fast
development and fair evaluation of language generation

• Predefined evaluation suites, test models with popular and standard
metrics

◆ Paper: https://arxiv.org/abs/2002.00583

◆GitHub: https://github.com/thu-coai/cotk

https://arxiv.org/abs/2002.00583
https://github.com/thu-coai/cotk
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Experiments

 Automatic Evaluation 

◆Metrics

• Hits@n

• PPL

• BLEU

• Distinct

◆ Results
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Experiments

 Manual Evaluation

◆Metrics (0-2)

• Fluency: whether the response is fluent and 
natural

• Coherence: whether a response is relevant and 
coherent to the context and knowledge

◆Annotation Statistics 

• 500 samples each domain, 3 annotators

• Fleiss’ kappa: from 0.37 to 0.74

• 3/3 agreement: from 68.14% to 81.33%
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Experiments

 Case Study



27

 Introduction

 Overview

 Dataset Collection

 Experiments

 Conclusion

Outline



28

Conclusion

 Propose a Chinese multi-domain corpus for Knowledge-
driven Conversation, KdConv, which contains 86K 
utterances and 4.5K dialogues, with an average number of 
19.0 turns

 Extensive experiments demonstrate that the models can be 
enhanced by introducing knowledge, whereas there is still 
much room in knowledge-grounded conversation modeling 
for future work
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Conclusion

 Competition

◆ SMP2020-ECDT (The Evaluation of Chinese Human-Computer 
Dialogue Technology, Task 2)

◆ The participators need to retrieve relevant triples from the
domain-specific graph
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Thanks for your attention

Paper: https://arxiv.org/abs/2004.04100

GitHub: https://github.com/thu-coai/KdConv

https://arxiv.org/abs/2004.04100
https://github.com/thu-coai/KdConv

